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PURPOSE

During the past century, river and tidal creeks through the coastal wetlands of the Everglades have filled with sediment and vegetation of surrounding landscapes to the point that many have greatly diminished or disappeared entirely.  Restoration plans are under consideration to redirect additional freshwater inflow from the Everglades to open and sustain these waterways to a level that closely resembles historic patterns.

This project had two primary objectives.  The first was to establish mapping protocols that will provide accurate, repeatable methods to monitor channel changes over time for the purposes of process modeling and restoration impact monitoring.  The second was to evaluate and analyze accurate and cost-effective survey methods for determining channel surface area, and cross-section morphology using boat based and airborne remote sensing techniques.  Shark River and Trout Creek were selected as the study locations for the project.  

Hydrodynamic models will be used to simulate river and tidal creek levels, flows and salinities to guide these restoration efforts. Hydrodynamic models require high-resolution boundary conditions to produce accurate results. Monitoring changes in coastal channel and creek systems is necessary due to uncertainty regarding flow volumes required to sustain them. 
Any use of trade, product, or firm names in this report is for descriptive purposes only and does not imply endorsement by the U.S. Government.
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Introduction
Objectives: This study had two objectives:

1. Establish protocols for channel characteristic mapping that will provide adequate, consistent information about different channels and changes in channels through time that can be used in Everglades processes modeling and restoration impact monitoring.
2. Evaluating the accuracy and cost of various techniques for assessing changes in geomorphic features of tidal rivers and creeks along the coastal ecotone of the southern Everglades. These surveys will characterize the longitudinal gradient and cross-profiles of the tidal river networks. Shark River (Gulf of Mexico side) and Trout Creek (Florida Bay side) were identified as representative study sites for this project (Figure 1).

Strategy: The strategy was to define mapping protocols appropriate for tidal rivers and creeks using established guidelines. Field tests using various sensors were conducted to evaluate their accuracy, precision, and cost effectiveness. Both boat based acoustic and airborne Light Detection And Ranging (LIDAR) techniques were to be assessed.
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Figure 1.  Location map.

Protocols
Contained in this section are the requirements and specifications for operational support of hydrographic surveys conducted as part of the US Geological Survey (USGS) Greater Everglades Wetlands – Tidal Creek Survey, contract number C-13105-WO04. These technical specifications suggest detailed requirements for hydrographic surveys to be undertaken either by United States Geological Survey field units or by organizations under contract to the South Florida Water Management District (SFWMD).

The US Geological Survey Center for Coastal and Wetland Studies bases the majority of its surveying protocols on already well established guidelines for hydrographic surveying developed by the National Oceanographic and Atmospheric Administration (NOAA) and the US Army Corps of Engineers (USACE).  It should be noted that many of the protocols sited in this report are taken directly from either NOAA or USACE reports and the USGS recognizes these agencies for their contributions.

General Guidelines for Channel Characteristic Mapping:
Providing quality hydrographic data of channel characteristics requires careful planning and evaluation of all phases of the project.  Planning considerations include: basic identification of the areas to be surveyed and the conditions under which they will be surveyed, use of personnel, survey performance and time constraints, appropriate equipment to collect the data, data density requirements, development of a general survey plan and subsequent site specific survey plans, data processing, data presentation, and data archival and retrieval. Other general factors to consider include geodetic survey and hydrographic survey methods, acceptable vessel modifications, safe vessel operation, and regional knowledge of survey conditions.
Initial Planning Considerations:
Many factors should be considered when planning a hydrographic survey. Contractors may be either specialized hydrographic survey firms or agencies such as the USGS, with in-house surveying capabilities. The project manager must weigh the costs and benefits of these different source options. Although data quality is the most important consideration, cost often becomes a primary planning criterion. Some of the more critical factors are discussed below. 

1. Project funding. Often only limited project or study funds are available for site plan mapping or surveying. Funding limits will often dictate the scope of work, often restricting the data density that can be collected and resultant data quality. Limited funds often necessitate a search for the most economical survey force. Survey costs can vary widely between different contractors. Often geography, or mobilization distance to the project site, is a major factor. Obtaining optimum cost services may require comparisons between contracted survey forces, and comparisons of capabilities and costs between the survey crews.
2. Response time. Project or study milestones may put receipt of survey data on a critical path. Contractors may have varying response capabilities that should be evaluated if rapid delivery of survey information is critical. These time standards will often dictate which contracted forces will be used to perform the hydrographic surveys, based on response capabilities.
3. Project scope and location. Many hydrologic surveys for this area may be relatively small projects, typically necessitating less than a one-week effort for each channel to be completed with current surveying technology. Thus, it is not uncommon for mobilization, demobilization, and data processing time to far exceed the actual survey time. This is especially true if the survey crew has a long travel distance to the work site.  To reduce costs, it is always desirable to bundle geographically close projects under one work order. 
4. Survey performance and productivity capabilities. The survey crew selected for a project must be capable of performing the work in accordance with the required accuracy and quality specifications, such as the protocols presented here. Each contracted survey force has varying hydrographic surveying capabilities. These variations could involve equipment and/or personnel. Experience and capability must be demonstrated based on past performance.  A survey crew with modern equipment and techniques is a good indicator of performance capability. This is also a good productivity indicator. 
5. Survey equipment requirements.  Selection of appropriate equipment depends upon: project specifications, project water depth and channel width, water turbidity, and local wave conditions and weather. Each one of these factors influences the selection of vessel and survey equipment. The most appropriate equipment and vessel for data collection is subject to many considerations. 
a. Equipment Selection: Turbidity, bottom type, and wave conditions may limit the applicability of various hydrographic systems.  Acoustic and LIDAR systems perform differently under varying conditions. It is essential that the acoustic system, and/or LIDAR system has previously demonstrated functionality in working conditions similar to that in which it will be expected to perform.  For example, if 90% of the survey area is highly turbid, then a LIDAR system would be a poor choice to perform the work. A better choice would be a multiple transducer swath system or a single-beam system.  When contracting hydrographic surveying it is important to verify the type of acquisition system that will be used, and if unsure of its performance, request a test. If there are other contractors using the same equipment under similar conditions, they may be referenced and may suffice for the evaluation. 
b. Vessel Selection:  Selection of the most appropriate vessel type for the project conditions is critical to both production and cost.  For channel characteristic mapping smaller, trailerable boats (less than 26-ft) are more appropriate.  They also provide more flexibility to rapidly mobilize between projects. Their daily operating costs are significantly lower than larger platforms. However, smaller vessels are more subject to sea state motion, which can adversely impact data quality. A number of factors must be considered in selecting a survey vessel for a particular application. Some of the more important factors are discussed below. 
· Vessel safety is a consideration to all survey personnel. The survey vessel must be sea worthy at all times that it is in use.  The vessel must be designed to operate in the waters where the surveys are routinely performed. Survey equipment must be placed in the vessel so as not to interfere with emergency exits or the pilot’s view of traffic over 360 degrees. In open ocean areas, life saving provisions must be made for the crew should the vessel sink. These include raft, survival suits, emergency beacon, lights, water, food, flares, and emergency radio. In areas near shore or with inland navigation systems, other provisions can be made, but they should be clearly agreed upon. A contractor should provide a report on how they will handle safety situations on the survey job. 
· Personnel should be trained and have up to date certifications in simple first aid and CPR. Also, they should be trained in the use of all the onboard safety equipment.

· Channel depth and width of the project area will limit the size of the vessel due to maneuverability issues. Hull design is important when determining platform size and stability versus depth limitations.  The design should be as low to the water line as possible to make the vessel less subject to pitch and roll. 
· Vessel logistics are one of the day-to-day issues that change frequently. Survey crews must be able to mobilize their boat to the survey site. For work in the Everglades, this usually means that the boat must be trailered. The survey boat must have sufficient fuel capacity to transit to and from the worksite at cruising speed and operate the entire day at survey speed, while still retaining reserve fuel to provide a safety margin and for emergency conditions.  Proper planning of logistics will significantly improve daily productivity.
· Weather and sea state conditions are an issue that must be addressed for vessel set-up, equipment mounting, equipment selection, data acquisition, personnel training, and formal weather procedures. The survey vessel must be able to handle any of the expected weather/sea state conditions. Equipment mounts that work well in calm conditions may come lose, or worse, cause hull damage in storm conditions. Some equipment (e.g., GPS, depth sounder, motion sensor, pole mounts) will work well in calm conditions, but in storm or rough water conditions, may be operating outside of their performance range. 
· Daily operating costs for a survey boat, crew, and survey party is another major factor. The daily operating cost is a function of vessel selection, crew licensing requirements, and size of survey crew attached to the vessel. These cost factors are presented in more detail the Cost Analysis section. 

General and Site Specific Survey Planning:  
Development of a general survey plan and subsequent site specific survey plans will create a more efficient survey. The general survey plan addresses the approach that surveys are planned, performed, and processed. Planning must be well thought out and robust to account for as many contingencies as possible. This plan includes training, software, equipment maintenance and upgrades, logistics, all data requirements, schedule, safety, and weather. The site specific survey plan will address safety, survey lines, datum, data density, specific equipment, and personnel that will meet project requirements. 
1. Safety. Safety is a key element in any plan. It can not be emphasized enough to survey crews that safety is first and production is second.  Management should establish formal guidelines on evaluation of weather hazards and appropriate responses.  Considering specific weather conditions in south Florida, a safety plan should include appropriate actions to take in the event of lightning, both in the vicinity or directly overhead.
2. Data requirements. Each project has different data requirements and in some cases, multiple requirements. The purpose for the survey will dictate the data requirement such as data density, data coverage, and data precision.
3. Sampling pattern. Data sampling pattern and redundancy (or cross check) will vary based on method of survey, equipment, water depth, and end use. The survey pattern will be determined by project requirements, equipment available for the survey, the personnel, and survey site conditions. It should be noted that data redundancy and data density are different. Data density is the number of soundings per unit of area, while data redundancy refers to data overlap or data collected at a different time at the same location. Data redundancy is required for quality control purposes. These items need to be clearly understood by those requesting the survey and those doing the survey to insure compliance with the standards set by the project.
4. Scheduling. Scheduling is often a critical element in a hydrographic survey plan. The data requirement usually has a specific deliverable date assigned, such that the survey data collection and processing occur within a very specific time frame. This requires that the personnel and equipment resources be adequate to meet this need. In some cases, if the schedule cannot be met, then the survey simply will not be requested and other sources will be used, or alterations to the schedule may be necessary. Considering this, it is important to plan and analyze all aspects of a general survey plan with the ability to meet the schedule as a prime element of the plan. In evaluating contractors, it is also import to evaluate their ability to meet the schedule and the district’s ability to contract in a timely manner. Seasonal weather patterns often dictate the survey schedule.  For example, some seasons may have generally milder wave conditions but have other limiting conditions such as frequent lightning storms or turbid water conditions.  
5. Equipment. Equipment is a large capital investment and often locks the surveyor into a particular way of doing business.  It is important that the equipment will provide the data set to meet the overall survey plan.  Backup hardware (cables, connectors, batteries) and appropriate repair tools and items should be stored on the boat for in the field equipment failures.
6. Training. Training is an ongoing consideration by any surveyor due to constant changes in technology. A complete training program should be laid out for each employee for the equipment and software that that employee is expected to use.  Survey crews should be properly trained in repairing all problems, mechanical, electrical, and software related that may occur during the survey.  
7. Personnel. Personnel for the survey must be qualified to perform the survey. Qualification can be determined by past experience if that experience is with equipment and methods being used for the particular survey mission. Another qualification is documented training in the equipment and methods. Training or experience, or both, must address all operational and survey equipment and procedures. The number of personnel required to perform a survey mission can vary due to survey method and operational concerns, but must be sufficient to operate safely. 
8. Permits. National Park science study permits must be requested at least three months in advance of field work. On each day of field work, notification to the proper officials, such as the Everglades National Park Ranger Station, must be made. This notice should include a simple map or description of the survey area and a float plan. 
Data Management: 
Data management relates to transporting, processing, presentation, and archival/retrieval of survey data. In modern hydrographic surveying, large amounts of quality data can be generated daily. A sound plan must be in place for transferring data from place to place physically, processing the data, preparing the required deliverable product(s), and achieving this in such a way as to promote data retrieval and use. 
1. Data transfer. Transferring data physically or by some digital communications system is critical for the hydrographic surveyor. With modern data collection systems, collecting gigabytes of data per day is increasingly common. The data management plan must include a method to efficiently move large data files from the survey vessel to the office. This will vary from location to location, and with the type of equipment in the survey vessel and the survey office. It is important to always ensure the data is backed up daily on at least two separate mediums.
2. Processing. Data processing must be carefully planned. It is important not to over-automate the editing processes and inadvertently delete data files or apply incorrect equipment settings. Automated routines may not be capable of distinguishing anomalies from actual bottom features, e.g. mud bank or channel scour. This will require prudent and limited use of automated editing features of the software, and ensure that each anomaly is identified by a qualified person. This is often time consuming; however, the mistake of removing actual features from the data set may alter project results. 
3. Final products. Deliverable products can range from raw data files to completed hydrographic maps with digital surfaces.  
4. Metadata/data archival. Final data product archival and metadata generation are required. Currently, the best mediums for data archival are CD-ROM or DVD.

Data Density: 
This section provides guidance for determining spatial coverage needed for hydrographic surveys in tidal rivers and creeks.  The density of bathymetric data collected is determined by a number of project-dependent factors. Some of the considerations used to determine the required data density and the survey coverage include:
· type of restoration project and related site investigation requirements.
· survey data collection equipment (echo sounder, multiple-array acoustic sweep system, LIDAR) capabilities and limitations.
· seafloor relief (rocks, scour holes, channels, shoals)
· project economics (cost of surveys relative to restoration efforts and hydrodynamic modeling cost).
The following are data density capabilities and limitations for the systems evaluated in this study:

1. Single-beam data density.  For single beam sensors, survey line spacing will determine the data density over a given project area, regardless of whether lines are run as cross-sections or run parallel to the project alignment (profiles or longitudinal lines).  With single-beam surveys, soundings cover less than five percent of the project by area. From this relatively low density, quantity computations are estimated, the major assumption being uniformity of terrain between successive survey lines or sections. This is normally a valid assumption. It becomes invalid if abrupt changes occur between lines, in turn causing inaccuracies in cross section area and volume calculations.  Typical line spacing for bay and open coast surveys conducted with the USGS Shallow and Nearshore Depth Survey (SANDS) single-beam system is 500 m.

2.  Swath data density. Acoustic swath sonar systems are capable of providing full-channel coverage surveys. Quantity computations using full digital terrain models acquired from swath data may be more accurate than average-end-area quantity take-offs from single beam cross-section surveys. Swath systems are more effective in shallow draft projects than single beam systems when full-bottom coverage is required for channel or clearance requirements.    Swath widths typically range from two to twenty times the water depth. Thus, for a 10 ft (3 m) project, a 20 to 200 ft (6 to 67 m) swath can be obtained with a single pass. For river surveys, survey lines aligned parallel to the channel provide the most efficient survey pattern.  
3. LIDAR data density. Designed for cross-environment (subaerial and subaqueous) applications, the LIDAR component of the NASA Experimental Advanced Airborne Research LIDAR (EAARL) utilizes a green (532-nm) laser for maximum water penetration. Under typical surveying conditions (984 ft (300m) operating altitude, two-pass coverage), EAARL covers approximately 16.6mi2/hr (43km2/hr), with a swath width of ~787 ft (240 m), a spot size (“footprint”) of ~38 in (15 cm) horizontal sample spacing of ~3.2 x 3.2 ft (1 x 1 m). 
Bathymetric Survey Accuracy Standards
The information in this section was selected from a paper published by the USACE (2002) by Mark R. Byrnes, Jessica L. Backer, and Feng Li entitled “Quantifying Potential Measurement Errors and Uncertainties Associated with Bathymetric Change Analysis”. The accuracy standards provided in his paper summarize USACE guidelines and provide standards for USGS bathymetric mapping projects. 

The process of obtaining an accurate bathymetric survey is substantially more difficult than that associated with land-based surveying (Byrnes, et al., 2002). Unlike land-based surveying where a survey point can be verified with standard survey techniques (repetitive occupations, tie-loop closure) hydrographic surveying has few quality control indicators to check resultant accuracy.  A single bathymetric point can rarely be exactly reoccupied to verify its position because of the dynamics of the survey vessel.  Any effort to compare different surveys made over the same presumed point must consider potential inaccuracies in three dimensions, as well as all of the error components contained in the observations that determined the point (HQUSACE, 2002). The resultant accuracy of a single depth point is represented by an error ellipsoid as illustrated in Figure 2. The size and orientation of the ellipsoid is determined by the various error components contained in the position and depth measurements. Because the bottom elevation being measured is not visible, sometimes even blatant errors are difficult to detect. As such, maintaining prescribed accuracy criteria requires precision, care, and quality control in the measurement process (Byrnes, et al., 2002).
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Figure 2. Three-dimensional uncertainty of a measured depth (HQUSACE, 2002).

Measurement error is defined as the difference between a measured value and the true value, and it can be categorized as a blatant error, systematic error, or random error (e.g., Byrnes and Hiland, 1994; Kraus and Rosati 1998a; 1998b).  Systematic errors (bias, blunders) are identified as offsets in the data set and can usually be eliminated with adequate quality control procedures and proper equipment calibration. Random errors typically are small errors resulting from the limitation of measuring devices; they can be negative or positive and are governed by the laws of probability (Byrnes, et. al., 2002).  
The terms accuracy and precision are often used interchangeably; however, statistically they define different measurements.   Precision is a measure of the closeness of a set of measurements (repeatability) and can be referred to as random error. Accuracy relates to the closeness of measurements to their true value, which includes random and systematic errors. Figure 3 illustrates the relationship between accuracy and precision relative to the Root Mean Squared (RMS) error using examples from actual survey data sets. Although measurements contained on the top plot have high precision, biases due to human error (e.g., incorrect calibrations) result in a relatively large RMS error. Alternately, the bottom plot illustrates lower precision but far less bias in the observations. A degree of randomness in observations is much more acceptable than systematic errors (Byrnes, et al., 2002).
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Figure 3. Relationship between accuracy and precision relative to RMS (HQUSACE, 2002).
The determination of RMS error provides a consistent means of combining biases and random errors for calculating the statistical error associated with depth observations. The equation for calculating the one-dimensional RMS error (Mikhail, 1976) is:

RMS error (68%)  =  √(σ2)random  error + (σ2)bias 


(Equation 1.)
The Federal Geographic Data Committee (FGDC) established geospatial positioning accuracy standards for nautical charting hydrographic surveys (FGDC, 2000). Four levels of survey accuracy were defined to characterize different accuracy requirements for specific survey areas. Minimum standards designed by the FGDC were established for use by Federal agencies and their contractors (Table 1). USACE has adopted these minimum standards for hydrographic surveys as a baseline for establishing their own standards (Table 2). 
	Table 1.  Summary of Minimum Standards for hydrographic surveys (FGDC, 2000).

	Order 
	Special
	1


	2


	3

	Examples of Typical

Areas


	Harbors, berthing areas, and associated critical channels with minimum under keel clearances


	Harbors, harbor

approach channels,

recommended tracks and some coastal areas with depths up to 100 m


	Areas not described in

Special Order and Order 1, or areas up to 200 m water depth


	Offshore areas not

described in Special

Order, and Orders 1 and 2



	Horizontal Accuracy

(95% Confidence

Level)


	2 m 


	5 m + 5% of depth


	20 m + 5% of depth


	150 m + 5% of depth



	Depth Accuracy for

Reduced Depths1
(95% Confidence

Level)2
	a = 0.25 m

b = 0.0075


	a = 0.50 m

b = 0.013


	a = 1.0 m

b = 0.023


	a = 1.0 m

b = 0.023



	100% Bottom Search3

	Compulsory


	Required in selected

areas


	May be required in

selected areas


	Not applicable



	System Detection

Capability


	Cubic features > 1 m


	Cubic features > 2 m in depths up to 40 m; 10% of depth beyond 40 m


	Cubic features > 2 m in depths up to 40 m; 10% of depth beyond 40 m


	Not applicable



	Maximum line spacing4

	100% search

compulsory


	3 times average depth

or 25 m, whichever is

greater


	3 to 4 times average depth or 200 m,

whichever is greater


	4 times average depth



	1 To calculate the error limits for depth accuracy, the corresponding values for a and b should be calculated using:

                                                        Depth Accuracy  ± √a2 + (b+d)2 
  where: a is a constant depth error (i.e., the sum of all constant errors), b*d is the depth dependent error (i.e., sum of all depth dependent errors, where b is a factor of depth dependent error and d is water depth).

2 The confidence level percentage is the probability that an error will not exceed the specified maximum value.

3 A method of exploring the seabed which attempts to provide complete coverage of an area for the purpose of detecting all features addressed in this publication.

4 The line spacing can be expanded if procedures for ensuring an adequate sounding density are used.


According to the HQUSACE (2002) guidelines, calculated RMS error for a single depth measurement or series of measurements should not exceed the stated tolerance listed in Table 2.  Hydrographic surveys conducted by the USGS attempt to meet or exceed HQUSACE standards.   Minimization of random and systematic errors associated with horizontal and vertical measurements is accomplished by repeated instrument calibration and adherence to standards. In accordance with FGDC standards, USACE and NOS compute RMS depth errors at the 95 percent confidence interval (1.96-sigma). This means that 95 of 100 depth observations for a given survey will fall within the specified accuracy tolerance. Because the 1-sigma (68 percent) confidence interval is computed when depth accuracy is assessed, it can be converted to the 95 percent RMS confidence level as follows: 

RMS (95%) depth accuracy = 1.96 * RMS (68%) 



(Equation 2.)

	Table 2.  Minimum Performance Standards for USACE Hydrographic Surveys (HQUSACE, 2002).

	Project Classification
	Navigation and Dredging Support Surveys Bottom Material Classification


	Other General Surveys and Studies

(Recommended Standards)



	
	Hard
	Soft
	

	Resultant Elevation/Depth Accuracy (95%)

	System

Mechanical

Acoustic

Acoustic

Acoustic


	Depth (d)

(d < 15 ft)

(d < 15 ft)

(15 < d < 40ft)

(d > 40 ft)


	± 0.25 ft

± 0.50 ft

± 1.00 ft

± 1.00 ft


	± 0.25 ft

± 0.50 ft

± 1.00 ft

± 2.00 ft


	± 0.25 ft

± 1.00 ft

± 2.00 ft

± 2.00 ft



	Object/Shoal Detection Capability

Minimum object size (95% confidence)

Minimum # of acoustic hits


	> 0.5 m cube

> 3


	> 1 m cube

3


	N/A

N/A



	Horizontal positioning Accuracy (95%)
	2 m (6 ft) 


	2 m (6 ft)


	5 m (16 ft)



	Planimetric Feature Location Accuracy (95%)
	3 m (10 ft)


	3 m (10 ft)


	3 m (10 ft)



	Supplemental Control Accuracy (horizontal and vertical)
	3rd order


	3rd order


	3rd order



	Water-Surface Model Accuracy
	½ depth accuracy

standard


	½ depth accuracy

standard


	½ depth accuracy standard



	Minimum Survey Coverage Density
	100% Sweep


	NTE 60 m (200 ft)


	NTE 150 m (500 ft)



	Quality Control and Assurance Criteria

Sound velocity calibration 

Position calibration check

QA performance test

Maximum allowable bias
	> 2/day

1/day

Mandatory

± 0.1 ft


	2/day

1/project

Required (multibeam)

± 0.2 ft


	1/day

1/project

Optional

± 0.5 ft




Channel Surface Area and Cross-Section Morphology Uncertainties:   
The following section is from Byrnes, et al., (2002) which describes uncertainties associated with quantifying bathymetric changes between surveys.  This discussion is appropriate for identifying changes in channel surface area and tidal creek cross-section morphology in south Florida.  

The density of bathymetry data compiled to describe the seafloor, the magnitude and frequency of terrain irregularities, and survey trackline orientation relative to bathymetric features are the most important factors influencing uncertainties in volume change calculations between two bathymetric surfaces (HQUSACE, 2002). As an example, most surveys describing seafloor conditions at a specific time are conducted along lines a defined distance apart. Line spacing may vary in response to seafloor irregularities, but most surveys do not have 100 percent coverage across the entire surface, and interpolation between points is necessary to describe the surface. Interpolation between survey points or lines of points provides an estimate of the variations in depth that exist when describing seafloor shape with these data sets. Uncertainties can be quantified by comparing variations in depth between adjacent survey lines at defined locations on the bathymetric surface. If depth variations between survey lines are large (few data points describing variable bathymetry), uncertainty will be large. Calculating average elevation differences between survey lines provides the best estimate of uncertainty for gauging the significance of volume change estimates between two surfaces.
It is important to quantify limitations in survey measurements and document potential systematic errors that can be eliminated during quality control procedures. However, most measurement errors associated with present and past surveys are considered random over large areas. As such, random errors cancel relative to change calculations derived from two 
surfaces. This is not the case when systematic errors, defined at survey line crossings, are identified for specific surfaces. If identified, these errors must be incorporated with uncertainties resulting from terrain irregularities and data density.
Quantifying Uncertainty Estimates:
Calculations of change in sediment volume from bathymetry data sets have been made for years to determine dredged quantities from channels and borrow sites, and coastal sediment transport rates. Although guidance has existed from the earliest surveys to present regarding accuracy of water depth observations, estimates of uncertainty relative to computed change typically are not provided. HQUSACE (2002) describes the three primary factors that impact the accuracy of dredged volume computations: terrain irregularity and data density; depth measurement bias errors; and deviations in depth observations. Although the three factors must be considered in estimating uncertainty, terrain irregularity and data density have the greatest influence on overall accuracy of volume change or dredged quantity estimates (HQUSACE, 2002).
An estimate of volume uncertainties relative to terrain irregularities and data density can be determined by comparing surface characteristics at adjacent survey lines. In general, the closer the line spacing (increased data density), the lower the uncertainty. In addition, for surfaces where terrain irregularities are small, estimated volume uncertainties will be lower than areas with the same line spacing and greater bathymetric variations. To quantify
potential uncertainties in elevation between survey lines, one can determine the cross-sectional area associated with survey lines of equal length. The absolute change in cross-sectional area between adjacent survey lines, divided by survey line length, provides an estimate of the potential uncertainty (± ½ the average elevation difference between lines) associated with interpolating between lines for a specific bathymetric surface. If topographic variations are large between lines, the uncertainty will be large relative to volume change between two surfaces for the same geographic area. Estimated uncertainties must be determined for each bathymetry data set so combined uncertainty for the volume change surface is computed properly.
Although bias errors in depth measurements exist in all survey data sets, the magnitude of bias error generally is insignificant in modern surveys (1950s to present). Modern bathymetry surveys contain minimal depth biases as required by survey instruction manuals (NOS, 2000; HQUSACE, 2002). The standard deviation of depth measurements from cross-line data is used to estimate errors for individual survey points. For a full-coverage survey (10 to 15 points per second), data points would contain no error due to inaccuracies in individual depths (i.e., error is randomly distributed over a full-coverage data set; HQUSACE, 2002). In comparing bathymetry surveys from two time periods for the same survey area, deviations in depth observations also cancel, assuming water, sediment, and surface characteristics are similar for each time period. As such, terrain irregularity and data density are the primary limiting factors on accuracy of volume change computations, provided that systematic biases have been eliminated.
Global Positioning System Techniques
General Concepts
The Global Positioning System (GPS) has become the standard surveying and navigation positioning technique for the USACE, NOAA, NASA and USGS (Figure 4). Since GPS positioning is an integral part of modern hydrographic surveying, this section outlines GPS technology and its specific application:
1. GPS is a real-time, all-weather, 24-hour, worldwide, 3-dimensional absolute satellite-based positioning system developed by the U.S. Department of Defense. This system consists of two positioning services: the Precise Positioning Service (PPS) and the Standard Positioning Service (SPS). PPS was developed for the U.S. military and other authorized users, uses the P(Y)-code on the L1 and L2 carriers, and provides an accuracy of 16-32 ft (5-10 m) in absolute positioning mode. SPS is available to civilian users, uses the C/A-code on the L1 carrier, and provides accuracy of 32-64 ft (10-20 m) in absolute positioning mode.
2. For many applications, absolute positioning does not provide sufficient accuracy. Differential GPS (DGPS) is a technique which can provide relative positioning with an accuracy of a few yards (meters) to a few millimeters depending on the DGPS method used. DGPS utilizing code phase measurements can provide a relative accuracy of a few yards (meters). DGPS utilizing carrier phase measurements can provide a relative accuracy of a few inches (centimeters). DGPS requires two or more GPS receivers to be recording measurements simultaneously. With two stations recording observations at the same time, GPS processing software can reduce or eliminate “common errors”. If one of the stations is a survey control point, DGPS will determine a baseline between the stations and effectively establish the position of the other receiver in the same reference system as the survey control point. Both code and carrier phase DGPS can be performed in real-time, called Real Time Kinematic (RTK).
3. The differential GPS technique has application to positioning survey vessels and aircraft. When operating in a differential mode, it is capable of providing real-time positional and navigational information at accuracies required for present-day hydrographic surveying. Carrier phase DGPS is the technique use by the USGS Shallow and Nearshore Depth Survey (SANDS), SUBMETRIX, and the NASA Experimental Advanced Airborne Research Lidar (EAARL) bathymetric systems.
GPS Error Sources 

The accuracy of GPS is a function of errors and interferences on the GPS signal and the processing technique used to reduce and remove these errors.  GPS signals travel from 12,427 mi (20,000 km) out in space through ionosphere and troposphere layers of the earth that delay the satellite signals. Surveying in differential mode close to the reference station can eliminates many of these errors.  The standard guideline for USGS hydrographic surveys is to operate the rover receiver less than 6.2 mi (10 km) from the reference (base) receiver. The further the rover operates from the reference station, the less similar will be the errors received by both receivers.
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Figure 4.  Differential GPS positioning of a hydrographic survey vessel (NOS, 2002).
The following summarizes possible sources of errors introduced into the GPS signal:
1. Tropospheric error.  GPS signals that are transmitted from satellites low on the horizon travel through the troposphere longer than those sent by satellites directly overhead.  This may delay the predicted arrival time of the signal, thus inducing a positional error.  Masking the horizon angle in either the hardware or software to 10 deg can minimize the tropospheric error.  Manufacturers model the tropospheric delay through software. Tests have determined that the tropospheric models used by software manufacturers perform reasonably well.
2. Ionospheric error. Sun-spots and other electromagnetic phenomenon cause errors in GPS range measurements of up to 98ft (30m) during the day and as high as 20ft (6m) at night. The errors are not predictable but can be estimated. The ionospheric error is assumed to be the same at the reference receiver as at the vessel receiver. This assumption is sound for GPS formulations where the stations are separated by a few nautical miles. Ionospheric models have been implemented for dual frequency receivers.
3. Multipath. Multipath is a reception of a reflected signal in lieu of a direct signal. The reflection can occur below or above the antenna. Multipath magnitude is less over water than over land, but it is still present and always changing. The placement of the GPS receiver antenna should avoid areas where multipath is more likely to occur (e.g. tall trees/mangroves, metal roofs, other antennal masts, power poles and lines etc.). Increasing the height of the antenna is one method of reducing multipath at a reference station. The multipath occurrence on a satellite range can last several minutes. Masking out satellite signals from the horizon up to 10 deg will also reduce multipath.  
Establishing GPS Reference Stations:

The preferred method for obtaining GPS reference station coordinates for USGS hydrographic surveys is to occupy established First Order monuments (bench marks) by NOAA/National Geodetic Survey (NOAA/NGS) or the USGS.  Because USGS guidelines recommend the GPS rover receiver maintain a distance of 6.2 mi (10 km) or less from reference receiver, it is rare that established monuments are available for hydrographic surveys.   In addition, locating appropriate monuments without obstructions is problematic.
To overcome the issue of locating established bench marks, the USGS has developed a method for establishing new bench marks. Waypoint Consulting, Inc., a GPS software development company, compared data using this method to traditional GPS methods (McDonald, D., 2002).   It should be noted that this method does conform to NOAA/NGS “Blue Book” standards, but internal tests conducted by the USGS indicate this method is accurate to +/- 1 in (2 cm). 

The USGS has strict guidelines to determine where a reference station is located to avoid multipath errors.  The reference antenna must be clear of any obstacles above 10 degrees from the horizon.  Since the location must be visited at the start and end of each survey day, the location must also be one that is logistically accessible by either automobile or boat.  This is an important consideration for USGS surveys as the survey crew sets up and takes down the reference station each day in addition to performing the hydrographic survey (Figure 5). 
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Figure 5 a,b.  a) Photo of GPS reference station on hydro platform in Trout Creek.  b) Photo inside reference station showing GPS receiver and battery (USGS, 2004).
Industry standard survey components are used for building the benchmark.  The components consist of sectional aluminum pipe, survey cap, 3 in (7.6 cm) PVC, and bag concrete.  The aluminum pipe is driven to resistance, with the upper 1 to 2 ft (0.3 to 0.6 m) section is excavated and encased with the 3 in (7.6 cm) PVC pipe.  The cavity is filled with concrete and survey cap attached.
The benchmark is occupied by the reference GPS receiver a minimum of three 8 hour occupations.  If security of the equipment permits, a 24 hour occupation would be substituted for an 8 hour occupation.  The data should be collected at 30 second epoch intervals.  

Three independent GPS autonomous processing software services are used to derive the position of the benchmark.  The services provided are NASA’s Jet Propulsion Laboratory’s (JPL) GIPSY,  NOAA/NGS OPUS, and Scripts Institute SCOUT software.  GIPSY software computes base station coordinates by accurately modeling (sub-meter) the orbital trajectories of the NAVSTAR GPS satellites.  When provided several long-duration time series data from a single base station, GIPSY is capable of computing base station coordinates to less than 0.4 in (1 cm) RMS.  OPUS and Scout software use the average of 3 distinct single-baseline solutions computed by double-differenced, carrier-phase measurements from 3 different reference sites. OPUS uses the nearest three Continuously Operating Reference Stations (CORS) stations and SCOUT uses the nearest three International GPS Service (IGS) stations. The stated vertical accuracies of OPUS and Scout are between 0.4 to 1 in (1 to 3 cm) RMS.

Appendix B represents the GIPSY, OPUS, and Scout results from daily occupations of the Gunboat survey site on the Shark River.  GIPSY coordinates are provided in ITRF00 and were converted to NAD83 horizontal coordinates and ellipsoid height vertical coordinates using NOAA/NGS’s HDTP v2.6 software.  OPUS coordinates are provided in NAD83 horizontal coordinates and ellipsoid height vertical coordinates.  NOAA/NGS GEOID99 software was used to convert ellipsoid height into NAVD88 vertical coordinates.  Elevations from all daily occupations were averaged and then the individual occupation elevations were subtracted from the average. Those individual occupations with a difference greater than >  1.9 in (5 cm) from average were removed, and the remaining were then averaged to determine the final bench mark elevation. The derived bench mark elevation was used to process the appropriate kinematic boat data.

Kinematic GPS Processing:
Full phase carrier GPS data is acquired simultaneously by the reference and boat receivers.  Reference station GPS data is first used to derive reference station coordinates (latitude, longitude, elevation), and later used for kinematic processing of the boat GPS data. See the previous section on Establishing GPS Reference Stations for the processing of reference station coordinates.  All kinematic data processing for this study was processed using GRAFNAV software by Waypoint, Inc.  This possessing step produces an accurate boat position and elevation at 1 second intervals, or about 10 ft (3 m) apart along a track line. The EAARL system requires GPS data be collected and processed at 0.5 second intervals. 
GPS measurements are generally referenced to the WGS84 coordinate system.  WGS84 is an earth-centered reference system in which all points on the earth’s surface are relative to a theoretical centroid. Earth-centered reference systems are more accurate than water level based datum’s derived from tide gage measurements.  However, this approach makes it more difficult to convert vertical data to water level based datum’s (NAVD88 and NAVD29) because numerical models must be utilized for the conversion.  The USGS uses NOAA/NGS GEOID03 software to convert WGS84 vertical coordinates to NAVD88.  For conversion from NAVD88 to NGVD29, NOAA/NGS Vertcon software is utilized. 
Survey Methods for Tidal Creek Study
This section discusses the background, advantages/disadvantages, components, and data processing of the three survey systems used in the Tidal Creek Study.  Much of the information in this section was compiled from USACE, NOAA, NASA system manuals and reports, with the remaining information developed by the USGS Center for Coastal and Watershed Studies in St. Petersburg, Florida. The USGS wishes to acknowledge the USACE, NOAA, NASA, SEA Ltd., Waypoint Consulting Inc., and Marimatech Inc., for their contributions. 

Single-beam Bathymetry (SANDS System)
General Background: 

Single beam acoustic depth sounding is by far the most widely used depth measurement technique in USACE and USGS for surveying river and harbor navigation projects. A variety of acoustic depth systems are used throughout the USACE and USGS, depending on project conditions and depths. These include single beam transducer systems and multiple transducer channel sweep systems. This section covers the principles of acoustic depth measurement for traditional vertically mounted, single beam systems (SANDS). Many of these principles are also applicable to the swath bathymetry system (SUBMETRIX) which is described in the following section. 

Advantages/Disadvantages:

Single-beam bathymetric systems acquire single-point depth measurements directly beneath the transducer.  With appropriate transducers, single-beam systems can determine water depths ranging from 0.8 to 3280 ft (0.25 to 1000 m).  Used in conjunction with narrow-beam, high-frequency transducers, a single-beam system is capable of accurately resolving bottom features on the order of 0.8 to 1.2 in ( 2 to 3 cm) in height.  Recreational systems are capable of identifying fish in the water column and general bottom type.  
Most systems are compact and light-weight making them well suited for small boat operation.  Equipment cost and post-processing time for single-beam systems are significantly less than swath or LIDAR systems.
The major disadvantage with single-beam systems is related to data density, since they measure, at most, 5% or less of the project area (dependent upon track line spacing).  The remaining portions of the survey area must be interpreted, which may lead to inaccuracies when computing project areas or volumes.

How Single-beam Bathymetry Works:
Acoustic depth measurement systems measure the elapsed time that an acoustic pulse takes to travel from a generating transducer to the waterway bottom and back. This is illustrated in Figure 6 where the measured depth (D) is between the transducer and some point on the acoustically reflective bottom. The travel time of the acoustic pulse depends on the velocity of propagation (v) in the water column. If the velocity of sound propagation in the water column is known, along with the distance between the transducer and the reference water surface or GPS antenna, the corrected depth (d) can be computed by the measured travel time of the pulse. This is expressed by the following general formula: 

Depth corrected to referenced water surface, d = ½ (v · t) + k + dr 

(Equation 3.)
where: 

d = corrected depth from reference water surface 

v = average velocity of sound in the water column 

t = measured elapsed time from transducer to bottom and back to transducer 

k = system index constant 

dr = distance from reference water surface to transducer (draft) 

The parameters v, t, and dr cannot be perfectly determined during the echo sounding process, and k must be determined from periodic calibration of the equipment. The elapsed time, t, is dependent on the reflectivity of the bottom and related signal processing methods used to discern a valid return. 
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Figure 6.  Acoustic depth measurement (HQUSACE, 2002).
Calibration of Single Beam Echo Sounders: 
Calibration of acoustic sounding instruments is absolutely critical and mandatory in maintaining quality control of depth measurements. This is primarily due to density variances in the water column, or to a lesser extent, in the equipment. Calibrations should be performed daily. 
Determining the sound velocity, v, is perhaps the most critical factor in calibrating acoustic depth sounders. The sound velocity varies with the density and elastic properties of the water. These properties are, for typical river and harbor project depths, primarily a function of the water temperature and suspended or dissolved contents, i.e. salinity. Due to these effects, the velocity (v) can range from 4600 to 5000 ft/second (1400 to 1524 m/second). Since most river and harbor projects can exhibit large variations in temperature and/or salinity with depth, the velocity of the projected sound wave will not be constant over the distance from the boat's transducer to the bottom and back. The effect of this variation is significant. A temperature change of 10 deg F will change the velocity by as much as 70 ft/second (21m/second), or 0.8 ft (0.25m) in 50 ft (15m) of water. A 10-ppt salinity change can vary the velocity by 40 ft/second (12 m/second), or 0.4 ft (0.12 m) in 50 ft (15 m). For practical single beam echo sounding work in shallow water, an average velocity of sound is usually assumed (by calibration). Use of an average sound velocity may not be valid in coastal projects subject to freshwater runoff nor will it be constant over the entire project area surveyed. In open coast surveys, the USGS uses a constant velocity of sound value based upon the local salinity and water temperature. If large variations in velocity occur through the water column, the average sound velocity used should be that at or near the average project survey depth, not over the entire water column.  Under these conditions, the USGS continuously records the speed of sound with a sound velocity probe.
The effect of a varying velocity of sound propagation can be measured indirectly by performing a “bar check”. Bar checks are used to correct for sound velocity variations and index errors in the echo sounding system, reference Equation 3.  The bar check is recognized throughout the surveying industry as the standard depth calibration procedure for acoustic depth measurements.  The bar check is a flat bar or plate suspended by two precisely marked lines to a known depth below the water surface and under the transducer.  A series of depth intervals are observed during a bar check, down to the project depth. The bar check must be taken at sufficient intervals to develop the variation. Normally intervals of 5 to 10 ft (1.5 to 3 m) are adequate, unless the velocity of sound is highly variable. The bar check measures actual depths relative to the recorded depths on the echo sounder with an assumed average velocity.  Any difference between the reference bar depths and the recorded depths represent corrections to be made to any subsequently recorded soundings. 
A fixed 3.2 ft (1 m) bar is used for calibrating the USGS fathometer for shallow water surveys (Figure 7).  A 3.2 ft (1 m) bar is sufficient as most shallow water surveys are conducted in 10 ft (3 m) of water or less, and a very accurate bar check is mandated.  The USGS bar is attached to the boat directly below the transducers.   The USGS bar consists of a 1.5 in (3.8 cm) aluminum pipe connected horizontally to a flat plate which is anchored to the boat.  Because of the short bar length, this check only accounts for index errors of the echo system and does not account for speed of sound variations with depth.  The SANDS system continuously measures the speed of sound at the transducer with a sound velocity probe. For the Tidal Creek Study, the USGS continuously measured the velocity of sound to adjust depth measurements throughout the data set.
The sound velocity may be measured directly using a velocity probe, or salinometer and thermometer. A velocity probe can be lowered through the water column to measure sound velocities at specific depth intervals (e.g., every foot (meter)). These data can be used to compute an average velocity over the entire column, or use the velocities at each increment to correct depths. 

Components of the SANDS System: 

The SANDS system has two components, data acquisition and data post processing. The equipment consists of: a scientific grade fathometer or echo sounder with dual transducers, motion sensor (heave/pitch/roll), choke-ring GPS antennas, rover GPS receiver, reference GPS receiver, sound velocity sensor, acquisition computer, and HYPACK hydrographic software. Figures 8 illustrates the components of the SANDS system.  
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Figure 7 a,b.  a) Photo of USGS “fixed” bar side view and b) top view (USGS, 2004).
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Figure 8.  Diagram of the SANDS system (USGS, 2004).
Fathometer: The scientific grade echo sounder or fathometer used in the SANDS system is a Marimatech Model ESea-103 (Figure 9).  The basic principal functions of the sounder are bottom detection and echo filtering.
· The E-Sea Sound employs a bottom detection algorithm that will try to extract the bottom signal from all types of noise and secondary echoes.

· Part of the bottom detection algorithm is a sounding to sounding echo filtering. The bottom detection processor compares successive bottom echoes to maintain bottom lock. This procedure reduces the probability of tracking schools of fish or secondary echoes as bottoms. 
[image: image46.jpg]


[image: image47.jpg]


[image: image11.jpg]


[image: image12.jpg]



Figure 9 a,b.  a) Photo of Marimatech fathometer, and b) equipment setup on survey boat (USGS, 2004).
Transducers:  A transducer converts electronic energy to acoustical pulses and vice versa. The type of transducer used is a major determining factor in the adequacy of a depth measurement. The optimum transducer frequency is highly project- or water depth- dependent. Frequencies generally range between 20 kHz and 1,000 kHz. Each frequency/transducer has physical characteristics that particularly suit it to an individual application or project site.  In general, higher frequency transducers (100 kHz to 1,000 kHz) will provide more precise depth measurement, due to both the frequency characteristics and concentrated (i.e., narrow) beam width. A major disadvantage of higher frequency transducers is that there is high signal attenuation with depth, and low specific gravity suspended sediments (fluff) or bottom vegetation will readily reflect the signal. High frequency transducers may not be optimal in areas where suspended sediment layers commonly occur.

Lower frequency transducers (below 40 kHz) tend to have larger beam widths, which can cause distortion and smoothing of features in irregular bottoms or on side slopes, and have a larger blanking distance which may limit shallow water applications. However, lower frequencies are less subject to attenuation, which allows greater depth measurement and penetration of suspended sediments. Although greater depth measurement is not required for most river and coastal projects, the ability to penetrate suspended sediment is a decided asset, especially if surficial sediment thickness needs to be determined.  
The following are transducer specifications which should be considered for high accuracy surveys:
· The dual transducers being used in the SANDS system have been modified especially for shallow water environments (Figure 10). The most commonly employed transducer frequency in USGS river and harbor navigation projects is 200-208 kHz. Transducers operating at this frequency are usually narrow-beamed (between 1.5 deg and 4 deg at the -3 dB points) to provide more accurate bottom detailing. Narrower beams are recommended for projects with relatively hard, smooth grades, such as rock cuts or sand bottoms. A 3 deg transducer will provide a slightly higher depiction of small bottom features.
· Ideally, the transducer for a single beam echo sounder should be mounted nearly amidships and as near as possible to the vessel's fore and aft center of rotation. The transducer should be permanently located in a frame or transducer well adjacent to the vessel's keel. The boats GPS antenna should be located directly over the transducer, and any X-Y-Z offsets must be accurately measured and input into processing software.

· The transducer measures depth from the first echo return. The wider the beam, the less effect vessel roll or pitch will have since the transducer beam width falls within the vertical. For narrow beam transducers a slope rather than vertical distance is measured. If roll and pitch is severe, e.g. a 10-15 deg roll, the recorded depth will be a longer slope distance. This measurement should either be rejected due to excessive roll/pitch or corrected for slope-to-vertical given the observed roll/pitch angle from a motion sensor. The SANDS processing software provides pitch/roll slope-to-vertical depth correction in addition to correcting for the positional (X-Y) eccentricity or the transducer relative to the positioning antenna. 
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Figure 10 a,b.  a, b) Photos of SANDS transducers and heave-roll-pitch canister at rear of survey boat (USGS 2004).
GPS Equipment: Dual frequency, 12-channel full carrier phase GPS receivers are required for the reference station and on the boat.  The USGS and NASA use Ashtech Z-12 generation type GPS receivers.  A Dorne-Margolin type choke ring antenna must be used at the reference station.  A choke-ring antenna is designed with concentric vertical baffles which surround the signal receiving location.  By their design, these baffles physically block multipath signals. The USGS has recently begun using choke-ring antenna on the boat’s rover receiver.  Comparing data sets acquired from a standard GPS Marine antenna to that from a choke-ring antenna indicate less satellite drop-out and multipathing problems.  These improvements relate directly to the quality of processed GPS positional data. Figure 11 shows the GPS mast with choke-ring antenna on the stern of the survey boat. For further details on GPS operation and set-up, refer to the previous section on Global Positioning System Techniques.

[image: image15]
Figure 11.  Photo of GPS mast and choke-ring antenna on survey boat (USGS 2004).
Motion Sensor (heave/pitch/roll):  Until low cost motion compensators became available, correcting observed depths for the superimposed effects of vessel roll, pitch, and heave was once perhaps the most difficult aspect of hydrographic surveying.   Along with tide stage, these effects are a major error component in hydrographic surveying. Vessel heave is the major error component of the four listed motions. All USGS hydrographic survey systems incorporated motion compensation into single beam systems.  

The following are motion sensor specifications which should be considered for high accuracy surveys and where adverse sea conditions can affect the quality of the recorded data:

· The impact of lateral vessel roll and fore-and-aft pitch of the vessel are more pronounced when narrow-beam transducers are employed because the sounding cone becomes non-vertical and measures a longer slope distance. Up and down vertical heave reflects the wave height. Heave is superimposed with roll and pitch on the observed depth. Heave values typically can range up to 2 to 4 ft (0.6 to 1.2 m) whereas roll/pitch depth errors are much smaller, e.g. less than 1 ft (0.3 m). Unless reliable heave-pitch-roll (HPR) motion compensation devices are used, the only practical method of minimizing vessel motion effects is to limit the maximum allowable sea states under which a particular type of survey may be performed. Such limitations are highly subjective and can have significant accuracy impacts when a survey is performed under adverse conditions.

· To best minimize the adverse effects of vessel motion, single beam systems used for precision hydrographic surveys should be equipped with automated heave, pitch, and roll sensors. Motion compensation should be required if the effects of heave, roll, or pitch generate depth errors exceeding +/- 0.2 ft (0.06 m).  Motion compensation systems are configured to operate in line directly with depth recorders or independently as a real-time input to the survey data acquisition and processing system. Nearly all systems display heave, pitch, and roll information in real-time; allowing for operator assessment of the data quality. Motion compensation is then applied either in real-time or during post-processing of data. Raw observed data can be independently corrected for heave (Figure 12), roll, and/or pitch, depending on the magnitude of these correctors.  The USGS SANDS system records all motion data then applies this information during post-processing.
· The major depth error component is heave, the long-period up and down motion of the vessel due to wave motion, other vessel wakes, etc. Heave is basically a function of wave swell and period. Modern heave compensators can effectively record heave movement and smooth out these effects. Heave compensators are subject to constant drifts and require continuous monitoring during surveys.  Because the GPS component of the SANDS system is capable of accurately measuring boat heave, heave data from the motion compensator is not used.  A series of vertical accuracy tests by the USGS validate the practicality of using GPS data in lieu of heave compensation data.
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Figure 12.  Raw (blue) and heave compensated (red) fathometer record on an offshore channel (USACE, 2002).
Velocity probe:  The velocity probe component of the SANDS system is an Applied Microsystems Sound Velocity Smart Sensor called the Smart SV (Figure 13). It measures the speed of sound at various depth intervals and the inclusion of the temperature sensor allows the user to verify thermocline effects. 
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Figure 13 a,b.  a) Sound velocity probe and b) sound velocity curves based on temperature and salinity (Applied Microsystems, 2003).
Swath Bathymetry (SUBMETRIX System)
General Background:
The SUBMETRIX (SEA) system measures the depth and sonar reflectivity of the seabed in a line extending outwards from the transducers (Figure 14).  Each line of depth measurements is called a “profile". As the survey vessel moves forward, the profiles combine to form a ribbon of depths across the survey area. Such a ribbon is called a “swath”.  The SUBMETRIX system uses a “interferometry” sonar technique.  The term “interferometry” is used to describe swath-sounding sonar techniques that use the phase content of the sonar signal to measure the angle of a wave front returned from a sonar target. This technique may be contrasted with the “beam forming” set of sonars or multibeam systems. These generate a set of receive beams, and look for an amplitude peak on each beam to detect the sea-bed (or other targets) across the swath.
Advantages/Disadvantages:

The SUBMETRIX system measures depths across a wide track, providing high resolution and accurate data. Both these factors mean that the time taken to survey an area with sufficient coverage for scientific and hydrographic use is greatly reduced when compared to single beam surveying techniques.
Compared with beam forming multibeam swath sounding systems, the SUBMETRIX system takes many more depth measurements per hour, thus giving greater resolution and coverage, and allowing greater scope for statistical filtering of the measurements.  Furthermore, the angle at which depths may be measured is not limited to a fixed arc, so that much wider coverage can be obtained in shallow water, even allowing measurements to be made of shoreline structures. This consideration is the primary reason the SUBMETRIX system was chosen over a multibeam system for testing in tidal creeks and rivers.
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Figure 14.  Diagram of a swath system mapping the sea floor (SEA, 2002).

The SUBMETRIX system can produce high quality side scan data simultaneously with bathymetry data. The range of the side scan data is considerably greater than the swath width for the bathymetry.  The SUBMETRIX systems is available in two frequency variants, 117 kHz and 234 kHz. Because of the acoustic properties of water, the choice of frequency depends on the depth of water to be surveyed and the resolution demanded by the end-user’s application. The low-frequency variant provides longer range and measurement than the higher frequency system, but the resolution of the low-frequency systems is lower.

The disadvantage of the SUBMETRIX system is lower vertical resolution and accuracy relative to single beam systems and increased post-processing time and cost.
How the SUBMETRIX System Works:

The SUBMETRIX system can use one or more sonar transducers. Each transducer transmits a short pulse of sound. These pulses radiate as a beam-shape that is wide in the vertical plane, but narrow in the horizontal. At any one instant, the pulse of sound moving within this beam shape forms a directional arc of energy. This energy moves outwards from the transducer at the speed of sound. Where this energized arc meets the seabed, a small patch of the seabed receives sound energy. The energized seabed patch re-radiates the sound energy, some of which returns to the sonar transducer. The angles that the re-radiated wave fronts make with the transducer are calculated. Because the wave fronts arrive at the top and bottom of the transducer at slightly different times, they produce a slightly different electrical phase. By comparing these different phases it is possible to calculate the angle of incidence of the wave front.

The "horizontal range" of the SUBMETRIX is used to describe the sonar coverage from transducers to one side of the swath. The horizontal range expected depends on the water depth under the sonar-head, as well as the seabed type and the sea state. The total swath width, from port edge to starboard edge, is therefore twice this range. The swath width limit is typically reached when the horizontal range is about 7.5 times the water depth. For a duel transducer system, this gives a total swath width of 15 times water depth. 
Consideration must also be given to the accuracy required from the survey. The SUBMETRIX is essentially an angle-measuring instrument, so that depth accuracy reduces with horizontal range. The angular accuracy of both the SUBMETRIX sonar and its attitude sensor is better than 0.05 degrees, thus the accuracy of the combined system is close to 0.1 degrees. The maximum range required for a given depth accuracy can easily be calculated. Any far-range, lower-quality data is trimmed out during post-processing.   Accuracies and maximum range are summarized below:
	Required vertical accuracy
	Maximum Range

	0.33 ft (0.1 m)
	187ft (57 m)

	0.66 ft (0.2 m)
	374 ft (114 m)

	1 ft (0.3 m)
	561 ft (171 m)


Line spacing is the distance between adjacent survey lines. The spacing is determined by the sonar horizontal range expected at that depth, and the amount of overlap required. The spacing between survey lines is determined by a combination of range limit and accuracy required. There must also be some overlap allowed to account for variations in the survey line followed. Otherwise, any small helmsman’s errors will cause gaps in coverage of the seabed.
The SUBMETRIX software allows the data quality to be monitored and initial filtering and processing to be carried out in real-time (Figure 15). This means that the seabed can be inspected while the survey is underway. A number of different data views can be displayed at any one time for comparison. Views include bathymetry data as cross profiles and waterfalls, side scan and various other combinations of data. 
Components of the SUBMETRIX System:

The main components of a SUBMETRIX system are one or more sonar transducers, one or more transducer electronics modules, and a personal computer (PC) (Figure 16). Data is recorded by the computer to a storage device such as internal disk or may be archived on DVD.

Sonar Transducers:  The transducers may be fixed to the hull of a vessel, or to a pole or other portable fixture.  For the Tidal Creek Surveys, the transducers were attached to a pole off the bow of the survey vessel. The pole mount configuration is used when a permanent hull mount is not required. The “wet end”, consisting of the transducers and the attitude sensor in a watertight pod, is mounted on a special plate at the end of a rigid pole. The pole is deployed over the side, or on the bow, of the vessel. The pole can be hinged or retractable, so that the system and the ship are not at risk in shallow water (Figure 17).
Transducer Electronics Modules (TEMs): The TEM’s connect the sonar transducers to the PC. One TEM is used for each sonar transducer. The TEM sends an electrical pulse to the sonar transducers, amplifies the returning echo signals, produces sidescan amplitude data, receives the amplified sonar signals and measures the phase differences between them, and converts the signal into digital form.

Attitude Sensors: In order that the sonar returns can be interpreted in real-world co-ordinates, the orientation of the transducers must be precisely known. The SUBMETRIX system uses the same TSS model that the SANDS system uses. Refer to the previous section on the SANDS motion sensor for more details. SUBMETRIX also use three-dimensional arrays of accelerometers and gyroscopes to measure linear accelerations and rotational velocities, respectively. Heading is provided by a link to an external magnetic- or gyro-compass.
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Figure 15.   Hardware block diagram of the SUBMETRIX system (SEA, 2002).
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Figure 16 a,b.  a) Real time displays of the SUBMETRIX system showing profile cross section, colored, shaded relief image, color coded depth image and side scan image; and b) track lines showing port/starboard coverage  (USGS 2004). 
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Figure 17.  Photos of the SUBMETRIX transducers mounted on the USGS survey boat (USGS 2004).
Data Processing and Editing:
The SUBMETRIX data was processed using SwathEd which was developed by John E. Hughs Clark at the Ocean Mapping Group at the University of New Brunswick.  SwathEd is designed as a processing and graphical editor which analyzes swath and multibeam data (Figure 18).  It is designed to analyze a set of consecutive swaths (across-track profile) from a number of directions, and allows the operator to interactively flag bad data points.  As an aid in sounding editing, ancillary data such as backscatter measurements can be viewed and manipulated. 
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Figure 18.  Screen images of SUBMETRIX data while being processed with SwathEd (USGS, 2003).
LIDAR Bathymetry (EAARL System)

General Background:

LIDAR refers to active optical techniques that use a pulse of laser light to make range-resolved remote measurements.   Distance between the LIDAR sensor and reflecting target(s) is calculated as a function of time elapsed between transmission of a well-characterized laser pulse and its return to the detector (i.e., the two-way travel time), and the speed of light in the medium of transmission.  
NASA Experimental Advanced Airborne Research LIDAR (EAARL), a relatively lightweight, low-power sensor was designed for deployment on light aircraft.  The EAARL sensor suite includes a raster-scanning-water penetrating full-waveform adaptive LIDAR, a down-looking color digital camera, a hyper spectral scanner, and an array of precision kinematic GPS receivers, which provide for sub-meter geo-referencing of each laser and hyper-spectral sample. EAARL has the unique real-time capabilities to detect, capture, and automatically adapt to each laser return backscatter over a large signal dynamic range and keyed to considerable variations in vertical complexity of the surface target (Figure 19).

The EAARL aircraft travels at a nominal 97knots (50 m/s) at an elevation of 984 ft (300 m) and energizes the laser at a rate of 2000/sec.  A Cessna 310 twin engine aircraft was used for the Tidal Creek Surveys.  The laser scan swath width is 787 ft (240 m) (@984 ft (300 m) elevation) along the flight path which translates into 1 LIDAR measurement per 10 ft2 (1 m2).   Flight lines were spaced 656 ft  (200 m) apart and were oriented W to E for the Shark River region, and SW to NE for the Trout Creek region. 
Advantages/Disadvantages:

EAARL has the capability to sense the vertical complexity of the surface target "on the fly" during a given survey. This greatly reduces data volume over bare terrain, while simultaneously enabling the capture of detailed reflected pulse waveforms over forests and shallow water. The instrument's ability to adjust itself to the terrain on a pulse-by-pulse basis means that a single survey can provide a data set that is keyed to multiple applications. The possible uses for EAARL include coral community mapping, studies of changes along sandy coasts, the three-dimensional assessment of plant communities, and shallow hydrographic mapping.
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Figure 19.  Schematic of EAARL components (NASA, 2001).

The main constraint of any LIDAR system is water clarity.  EARRL can operate in clear tropical water to about 98 ft (30 m) water depths. In less clear waters, EAARL can acquire data to depths of 2 times the visible depth, as measured by a simple device called a Secchi disk.  LIDAR bathymetry systems should not be considered for areas with chronic high turbidity. There are locations where airborne LIDAR bathymeters cannot operate at certain times and/or conditions due to water clarity. However, this can many times be mitigated with proper planning and operations in a particular region when water clarity is optimal.  A general rule-of-thumb for EAARL is that the optimum data will be acquired when the sea floor is visible from the aircraft.

How the EAARL System Works:

The EAARL system is a "full waveform digitizing" LIDAR concept which was first used in 1996 (Figure 20).  The EAARL system combines shallow bathymetric and topographic mapping capabilities and features in a single system which can be deployed to undertake cross-environment surveys of shallow submerged topography, sub-aerial topography, and vegetation covered topography in a single flight.  EAARL differs from traditional bathymetric LIDARs in several significant ways. In the bathymetric case, EAARL emphasizes measurement of the bottom topography as opposed to measuring the overlying water depth. EAARL also measures bottom topography relative to the precise GPS determined aircraft position, rather than relative to mean low water. The total range vector from the aircraft to the bottom is thereby conserved. That portion of the range vector in air is adjusted for the speed of light in air, and that portion determined to be submerged is adjusted for the speed of light in water. In this way, the impact of any errors introduced by uncertainty in determining the exact location of the surface of the water are minimized when computing the elevation of the submerged topography. EAARL uses a very low-power, eye-safe laser pulse in comparison to traditional bathymetric LIDAR systems, EAARL uses a much higher PRF (pulse repetition frequency) and significantly less laser energy per pulse (approximately 1/70th) than do most bathymetric LIDARs.  A total of 65,536 total samples are digitized for every laser pulse, resulting in over 150 million digital measurements being taken every second. The resulting waveforms are partially analyzed in real-time to locate the key features such as the digitized transmit pulse, the first return, and the last return. The real-time waveform processor automatically adapts to each laser return waveform and retains only the relevant portions of the waveform.
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Figure 20.  Schematic of the EAARL system “full waveform digitizing” concept (NASA, 2002).
The EAARL system currently performs limited operational surveys; however, much of the hardware and software are still under development.  Standard protocols have not been established to the same level as in the previously describe acoustic systems.
EAARL Components:
Like the SANDS and SUBMETRIX systems, the EAARL system has two main components, data acquisition and data post processing. The equipment required is a Cessna 310 aircraft with an equipment rack mounted over the port window. This rack will house a suite of sensors which includes a raster-scanning, water-penetrating, full waveform adaptive laser, a down-looking color digital camera, and multi-spectral scanner (Figure 21).  An array of precision kinematic GPS receivers is also used.
Laser:  Designed for cross-environment (subaerial and subaqueous) applications, the LIDAR component of EAARL utilizes a green (532-nm) laser for maximum water penetration (Figure 22).  Under typical surveying conditions (984 ft (300 m) operating altitude, two-pass coverage), EAARL covers approximately 16 mi2/hr (43 km2/hr), with a swath width of ~787 ft (240 m), a spot size (“footprint”) of ~5.9 in (15 cm) and horizontal sample spacing of ~3.3 x 3.3 ft (1 x 1 m).  Each returned laser waveform is sampled every 1 ns, which is equivalent to, vertically, every 5.9 in (15 cm) in air and 4.3 in (11 cm) in water.  Under ideal clear water conditions the maximum EAARL survey depth should slightly exceed 82 ft (25 m).
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Figure 21 a,b,c,d.  a) Photos inside the EAARL’s aircraft.  a) Pilot , b) equipment setup, c) Cessna 310 in hanger, and d) in flight (NASA, 2002). 
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Figure 22 a,b .  a) Photo of laser operating in aircraft, and b) laser pattern revealed on operator’s hand (NASA, 2003).
Digital Camera: The EAARL system uses an AXIS 2120 network digital camera (RGB 24-bit color) that captures an image every 1 second providing sufficient overlap within a flight line.  The image resolution is 350 x 240 pixels. 

Multi-Spectral Scanner:  The new EAARL multi-spectral camera is a Duncan Tech Color-Infrared (CIR) camera with 3 bands (Infrared, Red, and Green).  It is a high resolution camera with 14-cm pixel resolution. 
Attitude Sensor:  The precision attitude (pitch, roll, and heading) is acquired from a Trimble TANS-Vector GPS-based attitude system at a sampling rate of 10 times per second.  The Trimble "TANS Vector" GPS based attitude system is used to determine the pointing angles for the EAARL system. Initial calibration was completed when the instrument was mounted onboard the aircraft in 2001. The calibration consists of mounting the aircraft on jacks and observing GPS satellites for a 12 hour period and then processing the resulting dataset with proprietary Trimble software to determine the baseline for each antenna. Once the baselines have been determined, the system does not require re-calibration unless the antennas or their connecting cables are disturbed or changed.
GPS Equipment:  In-flight navigation data obtained from the two precision GPS receivers is used by a custom course guidance system developed as part of the EAARL system.  Aircraft position provided by the GPS receivers at 10 Hz is used to develop very high precision steering displays that enable the pilot to navigate the aircraft within several yards (meters) of the predetermined flight track.  

Accurate geolocation of each EAARL spot requires precise knowledge of the aircraft attitude, heading, and the exact geographic location in latitude, longitude, and altitude.  The exact geographic location of the primary EAARL GPS antenna is measured at a 0.5 second time step by two onboard Ashtech Euro-card GPS receivers.  For the Tidal Creek Surveys, kinematic GPS measurements are made relative to a fixed GPS base station that is sited at the departure airport, Albert Witted Airport in St. Petersburg (Figure 23).  EAARL utilizes the same GPS receivers as those used in the SANDS system, and GPS processing techniques are identical to those used for SANDS. 
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Figure 23.  Photo of GPS reference stations on the tarmac at Marathon Airport, FL (NASA, 2002).

Data Processing and Editing:

Because of the unique nature of the system, off-the-shelf software is not available for EAARL data processing, feature extraction, and image display.  The development of new software has necessarily accompanied the design, construction and deployment of the hardware components.  The raw EAARL waveform data are processed to return derived data in the form of first-return elevation (e.g., top of vegetation in subaerial vegetated areas), bald-earth elevation, water-surface elevation, submerged topography, and water depth.   For the purposes of data exploration and display, the software package includes the capability to display and query linked aerial photographs, individual returned waveforms, composite rasters, and maps.  A second custom software package utilizes the aircraft navigation data and camera parameters to generate georectified photomosaics of the digital aerial photography collected during each LIDAR survey.  

The program used for processing EAARL data is a LINUX based program called ALPS (Airborne LIDAR Processing System), developed jointly by the USGS and NASA. ALPS is based on the programming languages Yorick and TCL/TK, allowing the users to use gui interface windows to perform necessary processing tasks. For increased organization and efficiency, processing is done on small 820 x 820 ft (250 x 250 m) tiles which are then grouped into 1.2 x 1.2 mi (2 x 2 km) index tiles.  The raw LIDAR wave form data, aircraft altitude information (TANS-Vector), and the precision navigation information are combined to provide a first look at the data set.  Flight lines are displayed and overlaid on the shoreline, as well as grid lines representing the 820 x 820 ft (250 x 250 m) and 1.2 x 1.2 mi (2 x 2 km) tiles. 
Processing is initiated by selecting a 820 x 820 ft (250 x 250 m) tile with a rubber band box or a polygon. A random consensus filter is applied to the data in the selected area.  Waveforms of individual data pixels are inspected for appropriate bathymetric parameters, such as laser decay in water, automatic gain control, threshold, and first and last picks.  The parameters are adjusted to correctly pick the true bottom. This process is then repeated on larger areas to check accuracy of the parameters. Adjustment of these parameters varies for different areas and water quality.  Erroneous data can be manually removed by drawing polygons around the bad data, then eliminated from the data set.  This editing process is then repeated for the entire LIDAR survey.  Note that in some areas, turbidity will completely obscure any bottom returns and no data will be available for those areas. A datum converter is applied to convert the corrected data to NAD83/GRS 80 and NAVD88 and an ASCII XYZ output file is produced.
Pitch bias values are checked and adjusted during post processing by examining a flight segment where the aircraft passed over the same target from opposing directions. The pitch bias can then be examined and corrected by identifying the shift in the apparent position of the target and then adjusting the pitch bias for minimum shift. This adjustment is done with a target either directly below or within a few degrees of directly below the aircraft to minimize roll or heading bias contributions.

 Survey Results and Discussion:
Survey Coverage:
The study sites for this survey were the Shark River (Gulf of Mexico) and Trout Creek (Florida Bay). Acoustic survey lines were arranged in a channel parallel configuration by first digitizing a center line along the middle of the channel.  In anticipation of the SUBMETRIX system limitations in shallow water (narrow swath widths), offset parallel lines were then generated at 65 ft (20 m) spacing from the center line.  In addition, cross channel lines (normal to the channel) were generated at 1640 ft (500 m) spacing.  EAARL flight lines were laid out generally parallel to channels at 787 ft (240 m) spacing.  

In the field, it was determined the SUBMETRIX system swath width was greater than anticipated.  Two to four passes could fully measure the entire channel; therefore, the 65 ft (20 m) spacing was abandoned for “on-the-fly” navigation of survey lines.  Figure 24 illustrates the density of data collected by the SUBMETRIX system in Trout Creek.
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Figure 24.  Plot of SUBMETRIX track lines in Trout Creek illustrating data density and water depths.  Water depths are color coded – red/yellow represent shallow water and blue/gray represent deeper water (USGS 2004).
Comparison of Survey Systems:
The second component of this study involved the evaluation of the accuracy and cost of various techniques for assessing changes in geomorphic features of tidal rivers and creeks. These surveys were designed to characterize the longitudinal gradient and cross-profiles of the tidal river networks.  The SFWMD plan is to use hydrographic surveys to monitor changes in coastal channel and creek systems because of the uncertainty regarding the flow volumes necessary to sustain them.  The concern is that without sufficient water flow, river and tidal creeks will fill with sediment, thus allowing vegetation to gradually reduce channel dimensions to unsustainable proportions.  

Strategy: 
Three hydrographic systems were evaluated to assess their accuracy, precision, and cost effectiveness. Description, setup, and limitations of the three system tests have been described in previous sections of this report.   

The technique used to evaluate the accuracy of individual depths within a hydrographic survey involved comparison measurements at survey lines that intersect.  This is a standard hydrographic technique to assess survey accuracy and is described in the Survey Accuracy Standards section of this report.
A second set of comparisons was made to evaluate the accuracy of each system to measure channel cross sections.  Measurements of channel cross sections are made to evaluate long term changes in creek and river morphology.  The comparisons were made by developing Triangular Interconnected Network Surfaces (TINS) of Shark River and Trout Creek using the SANDS, SUBMETRIX, and EAARL data set.  TINS surface routines honor each data point without interpolation, whereas a gridding surface routine will perform some level of interpolation between data points.  Cross section areas were derived from the TINS at selected transects along the Shark River and Trout Creek.  A comparison to the EAARL system for the Shark River was not performed since EAARL data could not be processed for the Shark River.
Standard Data Set:
To compare errors and accuracies of the three systems, a data set must be chosen as the standard to which the others are then compared.  Ideally, the standard data set would be acquired from traditional land based survey equipment since they have proven standards and known inherent errors.  Because of logistics, acquiring such a data set in the study area would be cost prohibitive if not physically impossible.
The USGS has compared data collected by the SANDS system for several projects and found measurements at line crossing to be highly repeatable.  Also, the SANDS data is highly repeatable when comparing surveys acquired on different days.  The high level of repeatability suggests that random errors are minimal, resulting in high precision. The day to day and cross reference station comparisons indicate minimal biases or systematic errors in the SANDS system.  Because of the high level of confidence in the SANDS data, it was determined that data acquired from the SANDS system would be the standard by which the other two data sets would be compared.  

Survey Error Analysis:

A survey error analysis was developed for the SANDS data collected from the Shark River and Trout Creek surveys on January 20, 21, and 22, 2004 (Table 3).  This analysis was used to validate the SANDS data as a standard for evaluating the other two systems.  Cross line comparisons from the same day and different days were the basis of the error budget (Figure 25). Only vertical differences were compared since the vertical component is the most important for determining channel morphology changes.  Generally, GPS derived horizontal positions have twice the accuracy as vertical measurements.  The search radius of data points at cross line intersections was 1 meter.  Mean and Standard deviation differences were computed from the depth differences identified between data sets.  RMS error reflects the sum of bias and random errors (Equation 2), and Depth Accuracy is the RMS error times 1.96 (Equation 3).
	Table 3. Cross line depth (vertical) differences (m) between SANDS data.

	Day/ Location
	
	Mean Difference
	Std Dev Difference
	RMS
	Depth Accuracy

	
	
	
	
	
	

	Jan 20 / Shark
	
	0.018
	0.068
	0.069
	0.097

	Jan 21 / Shark
	
	-0.004
	0.034
	0.034
	0.048

	Jan 22 / Trout
	
	0.011
	0.020
	0.023
	0.032

	Jan 20-21 / Shark*
	
	0.011
	0.033
	0.033
	0.047

	
	Average
	0.009
	0.039
	0.039
	0.050

	* comparison between consecutive survey days.


The average depth accuracy for the data acquired by SANDS system was 0.163 ft (0.050 m).  These results indicate the SANDS system is capable of producing data that is exceeds the standards set by the USACE Minimum Performance Standards for Hard Bottoms.

Depth Error Analysis Comparing SANDS and SUBMETRIX Systems: 
The SANDS and SUBMETRIX surveys were simultaneously collected using the same GPS reference and rover receivers.  The SUBMETRIX transducers were referenced to the same GPS antenna as used by the SANDS system.  For data processing, horizontal and vertical positions provided to the SUBMETRIX software were derived from the SANDS data set.  

A computer program was applied to all SUBMETRIX data sets to extract bathymetric soundings (depths) which were within a 3.3 ft (1 m) radius of all bathymetric points in a SANDS data set.  If more than one point was identified in the SUBMETRIX data set, then the resultant points were averaged.  Differences between the SANDS and SUBMETRIX depths were then computed for all points identified (Table 4).  
	Table 4. Cross line depth (vertical) differences (m) between SANDS and SUBMETRIX data.

	Day/ Location
	
	Mean Difference
	Std Dev Difference
	RMS
	Depth Accuracy

	
	
	
	
	
	

	Jan 20 / Shark
	
	0.000
	0.145
	0.145
	0.285

	Jan 21 / Shark
	
	0.000
	0.308
	0.308
	0.608

	Jan 22 / Trout
	
	0.000
	0.114
	0.115
	0.223

	
	Average
	0.000
	0.189
	0.190
	0.372
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Figure 25.  Image of survey line crossings of SANDS data.  Red and green dots represent soundings. Yellow dot is the crossing point between survey lines (USGS 2004).
Depth Error Analysis Comparing SANDS and EAARL Systems:
Prior to the survey, it was anticipated that the EAARL laser could penetrate the water column in shallow sections of the Shark River; however, this proved to be an incorrect assumption.  The data acquired by EAARL for the Shark River could not be processed because of suspended sediment and tannins in the water column.  Consequently, EAARL data was acquired for the Shark River but none could be processed to produce bathymetric measurements.  
At the time of the survey, the water clarity in Trout Creek was less than optimal as fine grained carbonate mud was suspended in the water column.  Data acquired from Trout Creek was processed for bathymetry using ALPS software.  The data set was processed in an automated bottom picking mode where the sea floor was identified using a set of parameters developed specifically for very shallow water.   The advantage of this processing mode is that it requires minimal operator input, but it does not filter erroneous data as rigorously as visual editing modes.   
A computer program was applied to the EAARL data set for Trout Creek to extract bathymetric soundings (depths) which were within a 3.3ft (1m) radius of all bathymetric points in a SANDS data set.  If more than one point was identified in the EAARL data set, then the resultant points were averaged.  Differences between the SANDS and EAARL (or averaged) depths were then computed for all points identified (Table 5).  
	Table 5. Cross line depth (vertical) differences (m) between SANDS and EAARL data.

	Day/ Location
	
	Mean Difference
	Std Dev Difference
	RMS
	Depth Accuracy

	
	
	
	
	
	

	Jan 22 / Trout
	
	0.000
	0.121
	0.121
	0.237


Cross section area analysis comparing SANDS, SUBMETRIX, and EAARL systems
Cross channel transects were manually digitized on maps of Shark River and Trout Creek. Figure 26 shows the locations of selected transects digitized for Shark River.  Transects were specifically located in areas where there was maximum density of data points collected from each system.  In this manner, it was assumed the TIN routine had sufficient data density to generate an accurate TIN from which the cross section areas for each system would be derived (Figure 27).  A total of 19 transects were located on the Shark River and 8 on Trout Creek.  EAARL calculations could not be performed for Shark River due to lack of data.  Cross sectional areas were computed for each system then averaged, differences determined, and differences normalized by the area computed from the SANDS system. The normalized difference can also be considered the percent difference between systems (Table 6).
	Table 6. Channel cross-section area (m2) and normalized (%) area difference (m2).

	Location
	
	SANDS

Area

(m2)
	SUBMETRIX
Area

(m2)
	EAARL

Area

(m2)
	         SANDS-EAARL    
	SANDS-SUBMETRIX

	
	
	
	
	
	Difference
	%Difference
	Difference
	%Difference

	
	
	
	
	
	
	
	
	

	Shark River
	
	
	
	  -
	 -
	 -
	3.06
	-1.0 

	Trout Creek
	
	57.64
	56.54
	61.45
	1.10
	2.0
	3.82
	 6.0
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Figure 26.  Location of some cross section transects on the Shark River (USGS, 2004).
Discussion of Field Tests:
Depth Accuracy:  
Because the SUBMETRIX and SANDS system referenced their positions to the same GPS and applied the same GPS XYZ data during post-processing, and because there were no apparent human blunders in the set-up, there was zero bias (mean difference) between the SUBMETRIX and SANDS data sets.  The average Depth Accuracy computed from the three SUBMETRIX data sets was 1.220 ft (0.372 m).  
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Figure 27.  Representative cross section in Trout Creek comparing EAARL, SANDS and SUBMETRIX data (USGS, 2004).
The USACE Minimum Performance Standard for Depth Accuracy is 0.5 ft. (Table 2).  The accuracy obtained for the three SUBMETRIX data sets does not meet the USACE standard by 0.72 ft (0.22 m).  The average standard deviation of the differences is 0.620 ft (0.189 m) which indicates the SUBMETRIX data has some scatter resulting in lower precision or repeatability.  There was a higher level of random noise (Std. Dev = 1.010 ft (0.308 m)) in SUBMETRIX data set from the second day of surveying on the Shark River.  It is uncertain why this occurred.  The SUBMETRIX average could be improved if the second day’s data were removed from the averages.  Excluding the second day’s data, the average Depth Accuracy is substantially improved to 0.833 ft (0.254 m).  For this study, the SUBMETRIX demonstrated a Depth Accuracy which does not meet USACE standards.
The EAARL flight trajectories (GPS XYZ positions) for the Trout Creek survey were derived using a GPS reference station located in St. Petersburg, FL.  This is a relatively long baseline for obtaining sub-decimeter level data at the study location, and is greater than normally allowed for precision LIDAR surveys.  Thus, a bias may occur in the LIDAR data set which would not otherwise be present if a shorter baseline (< 31 mi (50 km)) was utilized.  In order to minimize the LIDAR bias for these tests and to be consistent with the bias rationale used for the SUBMETRIX data, the mean difference was computed between the EAARL and SANDS data.   The bias was determined to be -1.72ft 

(-0.525 m) and was subsequently subtracted from all EAARL elevation values prior to comparison.

The average Depth Accuracy computed for the EAARL data set was 0.778 ft (0.237 m).  Again the USACE Minimum Performance Standard for Depth Accuracy is 0.5 ft. Therefore, the accuracy of the EAARL data set does not meet the USACE standard by 0.23 ft (0.07 m).  The standard deviation of the differences is 0.39 ft (0.12 m) which indicates the EAARL data has some scatter resulting in lower precision or repeatability.  The precision of the EAARL data would improve substantially if the data set had been passed through a surface difference filter. The surface difference filter compares EAARL data to a grid generated surface and removes outliers.  For this study, the EAARL system demonstrated a Depth Accuracy similar to the SUBMETRIX system; however, both systems did not meet USACE standards.

Channel Cross Section Analysis: 
Comparing channel cross section area differences between data acquired with the SANDS and SUBMETRIX systems on the Shark River indicate there is minimal cross section area difference.  The cross section comparison in Trout Creek reveals a 6 percent difference.  It can be concluded that there is no bias error and the random errors of each data set essentially cancel each other out.
Comparing channel cross section area differences between data acquired with the SANDS and EAARL systems on the Trout Creek indicate there is a very small cross section area difference. Like the SUBMETRIX data on the Shark River, it can be concluded that there is no bias error and the random errors of each data set have canceled each other out.  

Cost Analysis:
Two cost analysis methods may be used for developing hydrographic survey rates: daily rate and cost per work unit rate. The daily rate basis is the cost for a complete hydrographic field crew (including all instrumentation, transport, travel, and overhead) over a nominal 8-hr day. Daily crew rates are derived from hourly labor and equipment rates.  The cost per work unit rate basis is effectively the daily rate divided by an average production rate for a specified item of survey work.  Each of these unit pricing methods have advantages and drawbacks which need to be considered prior to determining which method to use.

1. Daily rate: This method is used on the vast majority of USACE contracts. It provides the most flexibility when individual project scopes are expected to vary widely. It is, therefore, considered a more accurate method of determining costs for individual task orders. One disadvantage is that a more detailed independent government estimate (IGE) must be developed for each task order placed. The estimator must be thoroughly familiar with the project and survey procedures. The USGS computes the daily rate for a complete survey crew and makes minor adjustments to that rate, depending on project complexity and logistics.
2. Cost per work unit rate: This unit price basis is by far the simplest to administer. This method allows ordering of services based on simply computed quantities. If all task order projects have relatively constant scopes (i.e., project sites, surveying requirements, and access are similar), this method should yield similar costs to those of a daily rate basis.
This pricing method assumes that hydrographic surveying productivity is constant (or will average out over the long term), regardless of project site constraints, weather, and other factors.  Arriving at this rate basis requires an initial computation of the daily rate, then a determination of an average productivity rate for the field crew. Given all the project-dependent variables, development of average productivity rates is difficult and requires considerable expertise on the part of the government estimator. This is the method used by the USGS and NASA when performing work for either in-house or contracted projects.  
Labor, vessel, and equipment represent the major cost items on a hydrographic survey team, especially if the state-of-the-art survey instrumentation is factored into this rate.  For LIDAR surveys, aircraft and equipment costs significantly exceed boat based surveys.  Labor costs for survey crew personnel usually range between $500 and $2,000 per day, depending on number of party members, complexity of equipment operated, and geographical area.  Boat costs in the 15 ft to 26 ft (4.6 to 8 m) range are typically in $300 to $1,000 per day.  Total investments in state-of-the-art hydrographic survey equipment cost can range from $100,000 to $150,000.  Costs for each equipment item are reduced to a daily rate based on original purchase cost, depreciation, estimated annual utilization, operation and maintenance (O&M), and other factors. Equipment costs are usually based on 10% original costs per week usage. Travel costs are computed for each job based on the current Government Travel Regulation rates. Vehicle and fuel costs are also included. Processing costs depend on the type of survey equipment utilized, level of expertise required to process the data, and final products required by the project.  This cost ranges from $250 to $1000 per survey day.  Company overhead is often a separate item and varies upon the profit margin.  Thus, a fully automated hydrographic survey team can cost between $800 and $7,000 per day to field. 

Appendix A represents actual USGS daily and cost per work unit rates for the three systems used in this project.  Comparisons were made based upon a cost per work unit rate.  SANDS is the least costly to operate followed by the SUBMETRIX system.  The cost of the SUBMETRIX system alone exceeds $100,000, thus the equipment cost of the SUBMETRIX system is substantially greater than the SANDS system.  Also, the surveyors and data processor require more experience than SANDS operators.  The cost of operating the SUBMETRIX is approximately 30 percent greater than the SANDS system.  EAARL’s cost per work unit is remarkably low considering the equipment and expertise involved in the system.  The cost analysis indicates the EAARL is a relatively low cost system to operate and comparable in cost per work unit to the SANDS and SUBMETRIX systems.
Conclusion and Recommendations:
The USGS’s National mission for the last 130 years has been to produce topographic maps of the country.  Thus, the USGS is expert in land surveying and in developing standards for topographic mapping.   The USGS performs limited hydrographic surveys around the country in order to directly support its research missions.  Since the UASCE and NOAA have a National mission, history, and expertise in conducting hydrographic surveys, the USGS relies on these agencies for their survey protocols and standards.  Consequently, a majority of the hydrographic survey protocols outlined in this report were extracted from very detailed protocols and standards developed the USACE and NOAA.  Protocols and standards developed by the USGS and survey equipment manufacturers presented in this report are used to supplement those absent or not applicable to USACE and NOAA guidelines.
Bias error or blunders can be minimized or eliminated by carefully following standard survey procedures.  Random errors can be minimized by following system manufacturers guidelines on system limitations and through proper survey setup, processing and editing techniques.  The comparison of the three systems suggests all had very low bias error with the majority inaccuracies introduced by random error.  In all cases, random error is caused by system components’ failure to accurately measure their environment. 

Since a standard data set was unavailable to compare all systems, the data set produced by the SANDS system was used as the standard for system accuracy comparison.  Accordingly, accuracies of the SUBMETRIX and EAARL data cannot exceed the accuracy of SANDS data.  The internal error analysis performed on the SANDS data demonstrates it substantially exceeds current USACE Minimum Performance Standards.  For these tests, both EAARL and the SUBMETRIX did not meet the USACE Minimum Performance Standards.  
The channel cross section area analysis suggests that random errors generated in all systems essentially cancel out when their respective data is applied over a large area.  This conclusion is the same as suggested by HQUSACE, 2002.  The cross section analysis suggests that data from all three systems evaluated would produce similar results (over flat terrain) when utilized to generate bottom surface grids for numerical models.   
At the time of the EAARL survey, the water quality (for LIDAR surveys) in Shark River was very poor due to high levels of tannins and suspended sediments.  As a result, EAARL was unable to acquire any bathymetric data in the Shark River.  EAARL had limited success in providing quality data in Trout Creek because of suspended carbonate sediments entering the creek from Joe Bay.  The density of the Trout Creek data set was lower than normally processed from an EAARL survey.  
Results of this study offer the following recommendations:

· The protocols outlined in this report are established hydrographic survey standards developed by the FGDC, USACE, NOAA, with additional guidelines provided by the USGS.  At a minimum, it is recommended these protocols be followed for creek and river channel mapping in the Everglades.   
· EAARL is a relatively accurate and cost efficient system but, because of it limitations in turbid water, it has limited application to hydrographic surveying tidal creeks and rivers; thus it is not recommended for systematic mapping or long term monitoring.  EAARL would be a viable option in the Everglades if high resolution topographic or vegetation canopy height mapping is a project requirement. 
· For the purpose of developing surface grids for numerical modeling, simultaneous operation of the SUBMETRIX and SANDS systems is recommended.  Because of its wide swath width and shallow water capability, the SUBMETRIX system is well suited for providing complete coverage of river and creek channels.  Providing a complete coverage of the project area eliminates interpolation uncertainties.  Operating the SUBMETRIX system in conjunction with the SANDS system would provide a method to quality control the depth accuracy of the SUBMETRIX data.  The cost of operating both systems simultaneously would be less than operating both independently. 
· For the purpose of long term monitoring of channel morphology changes, the SANDS system is recommended. To avoid uncertainties associated with interpolating between single beam tracklines, it is recommended that channel cross sections be established and repeatedly surveyed to measure long term channel morphology changes.  
· Shark River and Trout Creek represent typical rivers and creeks found in the Everglades in terms of channel depth and morphology and water clarity.  However, they may not fully represent smaller rivers or the heads for rivers that are very shallow (<1 m) and/or have a dense mangrove canopy that extends high over the river banks.  Under these physical conditions, both acoustic systems that were tested and recommended have severe limitations because of channel depth and GPS signal interference or blockage from mangroves.  It is recommended these conditions be examined carefully to insure high quality hydrographic data can be obtained prior to contract commitment.
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Appendix A – Cost Analysis
	Cost Analysis for SANDS System

	 
	
	
	 

	 Location
	Shark River ( Everglades National Park) 

	 Total km
	 km/day @5 knots 
	Daily Costs
	Working Days

	180
	60
	 
	3

	 Items
	
	 
	 

	 Boat
	 
	 $                   200.00 
	 $                 600.00 

	 Equipment²
	
	 $                1,000.00 
	 $              3,000.00 

	 Fuel
	
	 $                     50.00 
	 $                 150.00 

	 Vehicle
	
	 $                     25.00 
	 $                   75.00 

	 Motel¹
	
	 $                   220.00 
	 $                 660.00 

	 Crew Chief
	
	 $                   594.78 
	 $              1,784.34 

	 Surveyor³
	
	 $                   367.80 
	 $              1,103.40 

	 Surveyor³
	
	 $                   367.80 
	 $              1,103.40 

	 Data Processing
	
	 $                   250.00 
	 $                 750.00 

	 
	
	
	 $              9,226.14 

	 Overhead
	39.50%
	 
	 $              3,644.33 

	 
	Totals
	 $                3,075.38 
	 $             12,870.47 

	 
	
	
	 

	 ¹ Lodging for three surveyors (Location dependent)

	 ² Equipment required: SANDS, three GPS receivers, sound velocity probe, computer.

	 ³ Includes Salary, Overtime Pay, and Meals for each surveyor.


	Cost Analysis for SUBMETRIX System

	 
	
	
	 

	 Location
	Shark River ( Everglades National Park) 

	 Total km
	 km/day @5 knots 
	Daily Costs
	Working Days

	180
	60
	 
	3

	 Items
	
	 
	 

	 Boat
	 
	 $                   200.00 
	 $                600.00 

	 Equipment²
	
	 $                2,000.00 
	 $             6,000.00 

	 Fuel
	
	 $                     50.00 
	 $                150.00 

	 Vehicle
	
	 $                     25.00 
	 $                  75.00 

	 Motel¹
	
	 $                   220.00 
	 $                660.00 

	 Crew Chief
	
	 $                   594.78 
	 $             1,784.34 

	 Surveyor³
	
	 $                   506.63 
	 $             1,519.89 

	 Surveyor³
	
	 $                   506.63 
	 $             1,519.89 

	 Data Processing
	
	 $                   350.00 
	 $             1,050.00 

	 
	
	
	 $            13,359.12 

	 Overhead
	39.50%
	 
	 $             5,276.85 

	 
	Totals
	 $                4,453.04 
	 $            18,635.97 

	 
	
	
	 

	 ¹ Lodging for three surveyors (Location dependent)

	 ² Equipment required: SUBMETRIX, three GPS receivers, motion sensor, sound velocity probe, gyro compass, computer.

	 ³ Includes Salary, Overtime Pay, and Meals for each surveyor.


	Cost Analysis for EAARL System

	 
	
	
	 

	 Location
	Shark River ( Everglades National Park) 

	 Total km
	 5 hrs/day @97 knots 
	Daily Costs
	Working Days

	485
	485
	 
	1

	 Items
	
	 
	 

	 Aircraft
	 
	 $             3,200.00 
	 $                 3,200.00 

	 Equipment²
	
	 $             2,600.00 
	 $                 2,600.00 

	 Fuel
	
	 $                500.00 
	 $                   500.00 

	 Vehicle
	
	 $                  25.00 
	 $                     25.00 

	 Motel¹
	
	 $                220.00 
	 $                   220.00 

	 Pilot³
	
	 $                800.00 
	 $                   800.00 

	 Operator³
	
	 $                750.00 
	 $                   750.00 

	 Surveyor³
	
	 $                367.80 
	 $                   367.80 

	 Data Processing
	
	 $             1,500.00 
	 $                 1,500.00 

	 
	
	
	 $                 9,962.80 

	 Overhead
	39.50%
	 
	 $                 3,935.31 

	 
	Totals
	 $             9,962.80 
	 $               13,898.11 

	 
	
	
	 

	¹ Lodging for pilot, operator, surveyor (Location dependent).

	² Equipment required: EAARL, three GPS receivers, on-board computers.

	³ Includes Salary, Overtime Pay, and Meals for pilot, operator, surveyor.


Appendix B – Benchmark Control Worksheet
	Fast Track 2004 Survey - GIPSY, OPUS, SCOUT Derived Benchmark Location (Example) 

	
	
	
	
	
	
	
	
	
	

	Site Name
	Date
	Julian Date
	Boat
	Boat Ant. Ht.
	Start Time
	End Time
	Duration (s)
	Duration Weight
	Geoid Height

	Gunboat (Shark River)
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	GUNB
	4-Jan-20
	020
	Streeterville
	2.083
	14:52:00
	21:55:00
	25380
	0.4618
	-23.008

	GUNB
	4-Jan-21
	021
	Streeterville
	2.083
	14:14:00
	20:39:00
	23100
	0.4203
	-23.008

	GUNB
	4-Jan-22
	022
	Streeterville
	2.083
	17:09:00
	18:57:00
	6480
	0.1179
	-23.008

	Mean
	 
	 
	 
	 
	 
	 
	54960
	 
	 


	
	
	
	
	
	
	
	
	

	 
	 
	GIPSY
	 
	 
	GIPSY
	 
	 
	 

	Latitude 
Degrees
	Minutes
	Seconds
	Long. Degrees
	Minutes
	Seconds
	 Bench Mark Ht. WGS84 (Elipsoid) 
	Vertical RMS
	Difference from Mean

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	25
	22
	41.0837
	81
	1
	46.1648
	-21.2380
	
	0.0087

	25
	22
	41.0850
	81
	1
	46.1749
	-21.2450
	
	0.0017

	25
	22
	41.0799
	81
	1
	46.1698
	-21.2570
	
	-0.0103

	25
	22
	41.0828
	81
	1
	46.1698
	-21.2467
	 
	 


	
	
	
	
	
	
	
	
	

	 
	 
	OPUS
	 
	 
	OPUS
	 
	 
	 

	Latitude 
Degrees
	Minutes
	Seconds
	Long.
Degrees
	Minutes
	Seconds
	 Bench Mark Ht WGS84 (Elipsoid) 
	Vertical RMS
	Difference from Mean

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	25
	22
	41.0835
	81
	1
	46.1646
	-21.2860
	
	-0.0266

	25
	22
	41.0793
	81
	1
	46.1812
	-21.2530
	
	0.0064

	25
	22
	41.0945
	81
	1
	46.1798
	-21.2393
	
	0.0201

	25
	22
	41.0858
	81
	1
	46.1752
	-21.2594
	 
	 


	 
	 
	SCOUT
	 
	 
	SCOUT
	 
	 
	 
	 

	Latitude
Degrees
	Minutes
	Seconds
	Long
Degrees
	Minutes
	Seconds
	 Bench Mark Ht WGS84  (Elipsoid)
	Vertical  RMS
	Difference from Mean
	Average BM by MH

	
	
	 
	
	
	
	 
	
	
	

	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	25
	22
	41.0833
	81
	1
	46.1640
	-21.2440
	
	0.0000
	

	25
	22
	41.1040
	81
	1
	46.1524
	-21.2760
	
	-0.0320
	

	25
	22
	41.0947
	81
	1
	46.1841
	-21.2398
	
	0.0042
	

	25.0000
	22.0000
	41.0940
	81.0000
	1.0000
	46.1668
	-21.2440
	 
	 
	-21.253
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